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Stress rates in the central Cascadia subduction zone

inferred from an elastic plate model

Charles A. Williams and Robert McCaffrey

Rensselaer Polytechnic Institute, Troy, New York

Abstract. GPS vectors and surface tilt and uplift rates
from northwestern Oregon and southwestern Washington
are inverted to estimate rates of stress changes along the
Cascadia thrust fault and base of the overriding plate using
a finite thickness elastic plate model. The data are fit by
elevated shear stress and Coulomb Failure Function (CFF)
rates within 80 km of the trench. By contrast, an elastic
half-space dislocation model does not fit as well and pre-
dicts significant amounts of locking and elevated CFF rates
near the coast.

1. Introduction

A primary motivation for collecting geodetic data during
interseismic periods at subduction zones is the determina-
tion of the seismic hazard potential on the plate-bounding
fault. Elastic half-space dislocations (EHSD) [Okada, 1985]
have been successful in matching geodetic observations, from
which the distribution of locking on the fault is inferred.
Recent inversions of data from Oregon [McCaffrey et al.,
2000] using EHSD resulted in apparent locking of the plate-
bounding fault both onshore and offshore, with an unlocked
zone between. Those authors suggested that the zone of
locking onshore may be due to the treatment of the base of
the lithosphere in EHSD as a no-slip boundary, resulting in
unrealistically high resistance of the lithosphere to trench-
normal contraction. To investigate this and to evaluate the
utility of EHSD during interseismic periods, we present an
alternative model that considers a finite thickness overrid-
ing plate driven by stress rates along the fault boundary
and base of the plate. We obtain a better fit to geodetic
data from northern Oregon and fault locking below onshore
regions is not required.

2. A finite plate model

Our model domain is an elastic layer in the shape of the
overriding plate (Figure 1). Rather than explicitly including
the subducting slab, we consider the stress changes trans-
mitted by this slab to the overriding plate along the dipping
thrust, consisting of shear stresses directed along dip and
normal stresses perpendicular to the fault. Similarly, the
asthenosphere transmits shear and normal stresses to the
base of the plate. We use a modified version of a finite
element code [Melosh and Raefsky, 1980] to compute syn-
thetic Green’s functions that give the displacements along
the boundaries due to unit stresses applied at each of the
nodes along the fault and base of the plate. Gravity is sim-
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ulated by Winkler restoring forces [Williams and Richard-
son, 1991], and zero-displacement boundary conditions at
infinity use the mapped infinite element technique [Bettess,
1992; Williams and Wadge, 1998]. Using the response func-
tions we perform a linear least-squares inversion of surface
geodetic data to solve for the distribution of stresses along
the fault and base of the overriding plate. We use either tri-
angular or Gaussian amplitude envelopes, step-ramp func-
tions, or Chebyshev polynomials [Press et al., 1992] to rep-
resent the stress distributions and use a genetic algorithm
[Carroll, 1999] to optimize a fitness function that includes
the condition of the inversion matrix [Curtis and Snieder,
1997], the normalized χ2 misfit (χ2n = χ2/ number degrees
of freedom), and the fit to the equality constraint discussed
in the next section. This approach prevents estimating pa-
rameters that are not resolvable by the data.

The most important feature of our model is not that we
pose the problem in terms of stresses, since EHSD results
may also be expressed this way [Weertman, 1964], but the
fact that our computational domain is no longer an elas-
tic half-space (Figure 1), allowing the evaluation of stress
states that are not representable with an EHSD model. The
boundaries of our model differ in both geometry and type
from those of EHSD models in that they are free surfaces
in the absence of applied stresses, while those of an EHSD
model are not. Thus, even though it is possible to include
a basal boundary in an EHSD model using a second set
of dislocations to represent the base, the region below the
boundary is still assumed to be completely elastic, which is
unlikely to be a reasonable assumption. Plate-like behav-
ior could be simulated with such a model by allowing tensile
faults but this does not have a physical analog. In our model
we make no explicit assumptions about the material below
the overriding plate or the behavior of the subducting slab.
We consider only the stresses transmitted to the plate along
the fault and through the base. Along the fault, these may
represent either frictional or viscous stresses. Along the base
they may represent viscous flow in the underlying material
or, if we have underestimated the elastic thickness of the
plate, they may represent elastic stresses. A difficulty can
arise if the elastic thickness of the overriding plate is overes-
timated since this would invalidate the assumption of elastic
behavior throughout the plate. The models in this paper
assume elastic behavior throughout the crust. It is possible
that the lower crust does not behave elastically and addi-
tional modeling will be necessary to determine the effects
on both models. Stresses determined by our model repre-
sent rates that contribute to observed deformation rates at
the surface of the overriding plate, and do not include tem-
porally constant background stresses, so our results will not
reflect the absolute stress state. They will indicate how the
stresses change over the time period of the measurements,
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Figure 1. Portion of finite element mesh used in stress compu-
tations with applied boundary conditions.

which can help us infer which regions of the fault have moved
closer to failure.

3. Application to central Cascadia

We use GPS velocities from 32 sites in northwest Ore-
gon and southwest Washington presented by McCaffrey et
al. [2000] and supplemented by campaign data collected by
us during 2000. As described in that paper in more de-
tail, horizontal site velocities are estimated in the ITRF96
reference frame using the GAMIT/GLOBK software [King
and Bock, 1999; Herring, 1998] and put in the North Ameri-
can (NA) reference frame by removing NA-ITRF96 rotation
[DeMets and Dixon, 1999]. Since Oregon rotates rapidly
about a nearby pole [McCaffrey et al., 2000] we remove the
rotational signal in the GPS vectors to isolate the vectors
that reveal the plate locking signal (Figure 2). The rotation
of Oregon results in much less convergence obliquity at the
trench compared to Juan de Fuca-NA motion. We model
only trench-normal motion in this study, using the projec-
tion of each of the vectors in Figure 2 onto the local nor-
mal to the trench. Since formal GPS velocity uncertainties
are generally underestimated [Mao et al., 1999], like McCaf-
frey et al. [2000], we multiply them by 3 to compute our
χ2 misfit. We also use two tilt rates near the Oregon coast
[Reilinger and Adams, 1982] and 1 uplift rate from corrected
tide gauge data [Hyndman and Wang, 1995]. Tilt rates are
assigned at the beginning, middle and end of each line to ac-
count for the finite distances over which they were obtained
(Figure 2).
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Figure 2. Map view of GPS site velocities relative to NA and associated 3σ error ellipses after removing western Oregon - NA rigid
body rotation. The trench-normal component of this velocity field was used in the inversions. Locations of tilt lines are shown with
heavy black lines, location of tide gauge station is shown with a black dot, volcanoes are shown with triangles, and NW-trending lines
are faults.

The geometry of our model is based on Hyndman and
Wang [1995] for central Oregon (Figure 1). They show little
variation in their profiles between the Columbia River and
northern California, approximating a 2D structure. We as-
sume elastic behavior in the overriding plate and frictional
behavior on the fault are restricted to the upper 40 km,
with shear modulus of 30 GPa and Poisson’s ratio of 0.25.
We compute equivalent EHSD results using a finite element
model and the same inversion scheme. We tried a positivity
constraint [Lawson and Hanson, 1974] on the shear stress
rate along the fault and a loose equality constraint that the
horizontal stress on the fault balance the basal shear stress,
preventing a net acceleration of the plate. There are thus
four constraint permutations: those including positivity but
not force balance (P-NFB), neither constraint (NP-NFB),
both constraints (P-FB), and force balance and no positiv-
ity (NP-FB). Neither constraint is pertinent to an EHSD
model. The positivity constraint is not enforceable since,
as pointed out by Douglass and Buffett [1995], EHSD mod-
els will always give rise to both positive and negative shear
stress rates along the fault. The force balance constraint is
not pertinent since the base of the overriding plate is not
explicitly included.

We tried inversions using triangular, Gaussian, step-ramp
and Chebyshev functions, and applying various weights to
the three components of the fitness function. The results
summarized in Table 1 and Figure 3 are those that provided
the minimum value of χ2n. The finite plate models provide
a better fit to the data than model EHSD regardless of the
types of constraints, particularly when vertical data are in-
cluded. No penalty is incurred by the imposition of shear
stress positivity constraints, and very little penalty arises
from the force balance constraint. Our preferred model is
P-FB, which includes both positivity and force balance con-
straints. It seems reasonable to expect positive (downdip)
shear stress increases from plate motion. If we expect neg-
ative shear stress accumulation due to coseismic or long-
term aseismic stress relaxation following a large earthquake,
for example, model NP-FB or NP-NFB would be a better
choice. The force balance constraint is based on the obser-
vation that the horizontal surface velocity seems to approach
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Table 1. Values of χ2n for the Different Models

P-NFB NP-NFB P-FB NP-FB EHSD

0.94 (28) 0.94 (29) 0.99 (27) 0.96 (27) 1.28 (29)
0.79 (34) 0.80 (35) 0.88 (34) 0.84 (33) 1.65 (37)

Number of degrees of freedom shown in parentheses. There
are 32 observations for the horizontal data set (first row)
and 39 observations for the combined data set (second row),
which includes uplift and tilt rates.

zero (Figure 3a) within the computational domain, which
extends to 700 km, arguing for a horizontal force balance
over the same distance range.

Model P-FB provides an excellent fit to both the horizon-
tal and vertical data (Figures 3a, 3b and 3c). Model EHSD
fits the vertical data but has difficulty fitting the change in
slope in the horizontal data that begins about 200 km from
the trench. This feature crosses the volcanic arc but the
fact that it begins far to the west of the arc argues against
a magmatic cause. McCaffrey et al. [2000] fit this feature
by including slip on the fault between 40 and 50 km depth,
while Norabuena et al. [1998] fit a similar gradual decrease
in horizontal velocities in South America by inserting an up-
per plate fault in their model. Such secondary features are
unnecessary with model P-FB, which fits the data by means
of a positive shear stress rate within 80 km of the trench, a
balancing negative shear stress rate along the portion of the
base closest to the trench, and a small positive normal stress
rate along the same portion of the base (Figures 3e and 3f).
Although the stress rate results in Figure 3 are relatively dis-
continuous, smoother stress distributions provide a nearly
identical fit. The Chebyshev coefficient values in kPa/yr
and 1σ uncertainties for model P-FB, with coefficient or-
der in parentheses, are: τf , 1.8±0.12 (0); σb, −0.62 ± 0.28
(2), 0.28±0.074 (3), −0.16 ± 0.039 (4); τb, −0.68 ± 0.045
(0). In general, the relative uncertainties are less for the
shear components. For model EHSD, the Gaussian ampli-
tude values are 27.0±2.1 and 8.4±0.84 mm/yr. Figure 3d
shows the movement of the upper surface of the fault, which
is equal to the movement of the fault plane itself due to the
applied dislocations plus one half of the dislocation value.
The peak at 90 km for model EHSD represents a region
that is nearly locked, with an applied dislocation of about
32 mm/yr. Model EHSD requires at least partial locking
all the way to the downdip end of the fault, consistent with
the results of McCaffrey et al. [2000]. These results are
also generally consistent with those of Hyndman and Wang
[1995], who predict complete locking from 0-60 km and par-
tial locking from 60-120 km for this region. Model P-FB
provides a better fit using the stress distribution described
above, yielding a smoothly-varying gradient in the upper
fault surface velocity that decreases to almost zero at the
downdip end. Model P-FB predicts a negative fault-normal
velocity at the trench (Figure 3d), resulting in surface sub-
sidence (Figure 3b) that then decreases smoothly to zero
far from the trench. Model EHSD predicts a much different
pattern with more variation in both velocity components.
Although the base of the overriding plate is not explicitly
included in model EHSD we are able to compute the shear
and normal stress rates along a horizontal plane at 40 km
depth (Figures 3e and 3f).

The inferred shear stress rate on the fault may be used
to estimate an earthquake stress drop. Great historic sub-
duction earthquakes are thought to have occurred every 400
to 650 years along the southern 2/3 of the Cascadia thrust
[Adams, 1990; Atwater and Hemphill-Haley,, 1997; McCaf-
frey et al., 2000]. If we assume a recurrence time of 600
years and multiply this by the shear stress rate predicted
by model P-FB close to the trench (2 kPa/yr) we obtain a
stress drop of about 1.2 MPa, a typical value for an inter-
plate earthquake [Kanamori and Anderson, 1975]. A similar
calculation for model EHSD yields an estimate of about 1.6
MPa for the downdip end of the fault. Model EHSD actually
predicts negative (updip) rates of stress accumulation that
are greater in magnitude than the positive rates. If inter-
preted literally, this would indicate coseismic displacement
in the opposite (normal) sense from the slip further downdip.
This issue has been discussed by Douglass and Buffett [1995]
in their evaluation of the stress states predicted by disloca-
tion models such as that of Savage [1983]. Savage [1996] has
explained this in terms of a counterbalancing static stress
field.

Using estimated stress rates on the fault (Figures 3e and
3f), we compute a Coulomb Failure Function (CFF) rate
[Reasenberg and Simpson, 1992]. We assume that the pore
fluid pressure, cohesion, and coefficient of friction do not
change significantly over the time period of interest, and that
the stress field is superimposed on a preexisting background
field of positive (downdip) shear stress. The results of Figure

0

5

10

15

0 100 200 300 400 500

P-FB
EHSD
Observed

T
re

nc
h-

N
or

m
al

 S
ur

fa
ce

 V
el

oc
ity

 (
m

m
/y

r)

Distance from Trench (km)

a.

-20

-10

0

10

20

0 100 200 300 400 500

EHSD

P-FB (x10)

S
he

ar
 S

tr
es

s 
R

at
e 

(k
P

a/
yr

)

Distance from Trench (km)

Fault Base

e.

-30

-15

0

15

30

0 100 200 300 400 500

EHSD

P-FB (x10)

N
or

m
al

 S
tr

es
s 

R
at

e 
(k

P
a/

yr
)

Distance from Trench (km)

Fault Base

f.

-20

-10

0

10

20

0 40 80 120 160

P-FB
EHSD

P-FB
EHSD

V
el

oc
ity

 o
f U

pp
er

 S
ur

fa
ce

 o
f F

au
lt 

(m
m

/y
r)

Distance from Trench (km)

Downdip Normal

d.

-10

-5

0

5

10

0 40 80 120 160

EHSD

P-FB

C
F

F
 R

at
e 

(k
P

a/
yr

)

Distance from Trench (km)

g.

-20

-10

0

10

P-FB
EHSD
Observed

U
pl

ift
 R

at
e 

(m
m

/y
r)

b.

-0.4

0

0.4

0.8
P-FB
EHSD
Observed

0 100 200 300 400 500T
ilt

 R
at

e 
(1

0-6
/y

r)

Distance from Trench (km)

c.

Figure 3. Predicted results for models P-FB and EHSD. (a)
Trench-normal component of surface velocity and 3σ uncertain-
ties. (b) Surface uplift rates. (c) Tilt rates. (d) Predicted
downdip and fault-normal velocities for the upper surface of the
fault. (e) Predicted shear stress rates along the fault and base
(results for model P-FB are multiplied by 10). (f) Predicted nor-
mal stress rates along the fault and base (results for model P-FB
are multiplied by 10). (g) Predicted CFF rates.
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3g are based on an assumed coefficient of friction of 0.2,
which means that the results will be dominated by the shear
stress rate. Model P-FB predicts increased values of CFF
rate within 80 km of the trench (offshore), and zero values
at greater distances, while model EHSD predicts a much
greater variation, with a noticeable peak at 100 km from the
trench and positive values to the downdip end of the fault.
The peak magnitude is much greater for model EHSD since
the stress rates involved are much higher (Figures 3e and
3f). This discrepancy between the two models thus involves
not only the pattern, but the magnitude of predicted stress
rates.

4. Conclusions

We fit geodetic data from northern Oregon much bet-
ter using a finite plate model than a half-space dislocation
model. The two models make significantly different pre-
dictions about the nature of earthquake hazard along the
Oregon coast. The plate model predicts that most stress ac-
cumulation on the plate-bounding fault occurs close to the
trench, and the predicted magnitudes of the stress accumula-
tion rates are significantly smaller than those predicted by a
dislocation model. Computed profiles of the CFF rate along
the fault are also significantly different for the two models.
It may not be advisable to use dislocation models in this sort
of calculation, since fault locking does not necessarily corre-
late with increased values of CFF rate (compare Figures 3d
and 3g). Thus, although elastic dislocation models appear
to provide a good kinematic description of subduction zone
mechanics and coseismic displacement fields, they may not
be suitable for investigations of interseismic stress changes.
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